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Abstract: 

Traditional diagnostic tools like the stethoscope have long helped clinicians detect signs of 

illness through direct contact and active listening. In an era of ubiquitous sensing, the 

diagnostic potential of devices already in common use, smartphones, hearing aids, earbuds, 

and voice assistants, deserves further attention. This paper proposes a framework for passive, 

edge-processed audio monitoring that could assist general practitioners and carers in early 

detection and condition monitoring, without compromising privacy or requiring new 

hardware. Use cases include sleep apnoea, cot death risk, respiratory irregularities, and 

changes in vocal or movement patterns linked to neurological conditions. The concept is 

offered freely as open prior art, to encourage ethical development and public benefit. 

Introduction: 

The stethoscope remains a widely recognised symbol of clinical care: personal, attentive, and 

non-invasive. As digital tools become more embedded in daily routines and healthcare 

services face new challenges, there is a case for considering how clinical listening might 

adapt in parallel. Could the next stethoscope already exist in the devices many people use 

every day? 

This work does not propose to replace the traditional stethoscope, which remains the gold 

standard for direct, clinical listening: personal, precise, and immediate. Rather, it explores 

how the spirit of attentive, non-invasive listening might be extended into everyday settings 

through existing technologies. Stethoscope 2.0 is not a substitute, but a quiet supplement 

designed to assist general practitioners, carers, and patients between clinical encounters. 

This paper outlines the concept of “Stethoscope 2.0”: a distributed, passive sensing system 

that uses everyday audio devices to detect subtle, perceptual patterns associated with health 

status. Unlike wearable monitors or centralised surveillance systems, this approach prioritises 

local processing, perceptual ethics, and user-controlled data sharing. 

What to Listen For: Conditions and Associated Sound Cues 

This table summarises example health conditions and the perceptual audio features that the 

proposed system could monitor. 

 

 

 

 



Condition Perceptual Cue(s) Notes 

Sleep apnoea Gasping, interrupted breathing 
Particularly during still periods in 

rest or sleep 

Cot death (SIDS) 

risk 

Sudden silence or apnoea in 

infants 

Passive alerts for nearby carers or 

audio nudges to infant 

Respiratory 

infections 

Coughs, wheezing, nasal 

congestion 

May assist in early detection or 

spread monitoring 

COVID-19 
Persistent dry cough, shortness of 

breath 

Diagnostic models show strong 

classification accuracy 

Asthma 
Audible wheeze, night-time 

cough 

May require proximity or better 

microphones 

Cardiac arrhythmia 
Gasping, vocal strain during mild 

activity 

Should be supported with pulse data 

if available 

Stroke or TIA Slurred or disorganised speech 
Requires contextual analysis, may 

benefit from transcript logs 

Parkinson’s disease 
Reduced vocal strength, tremor, 

slowed movement 

Also includes long pauses and 

altered vocal timing 

Dementia (early 

signs) 

Repetition, word searching, 

hesitant phrasing 

Speech changes paired with 

disorientation or pacing 

Depression or 

withdrawal 

Reduced vocal energy, long 

silences 

Absence of expected sound patterns 

over time 

Anxiety 
Increased pacing, 

hyperventilation, sighing 

May include physical restlessness 

and breath irregularities 

Mania 
Rapid speech, overlapping 

sounds, sudden outbursts 

Detected only as part of broader 

behavioural shifts 

Tics or stimming 
Repetitive short vocalisations or 

taps 

Not indicative of pathology, but 

useful for self-awareness 

Seizure-related 

episodes 

Collapse sounds, unusual 

vocalisation or gasps 

May be paired with movement 

cessation or impact sounds 

Gastrointestinal 

distress 

Audible gurgling, vomiting, 

retching 

Requires proximity; more relevant in 

monitored environments 

Infant feeding 

distress 

Interrupted sucking, choking, 

crying patterns 

For use in neonatal or home care 

monitoring contexts 

Chronic pain 
Sighs, groans, altered posture-

related breath 

Hard to detect, but cumulative data 

may reveal patterns 

Incontinence 

(elderly) 

Short gasps, quick movement or 

shuffling 

Combined audio and movement 

pattern shifts 

Delirium or 

confusion 

Repetitive questioning, uncertain 

phrasing 

Often accompanied by pacing or 

agitation 

Social isolation 
Extended silence, no 

conversational engagement 

Especially in elderly or vulnerable 

users 

This table is non-exhaustive and indicative. It is not intended for diagnostic classification, but 

rather to guide future development of perceptual classifiers and user alerts. 



Core Concept: 

Audio-capable devices, smartphones, smart speakers, earbuds, and hearing aids, could serve 

as passive tools for identifying health-relevant changes in breathing, speech, movement, and 

stillness. Using edge computing, all analysis is conducted locally. No raw audio is stored or 

transmitted unless explicitly authorised by the user. 

Feasibility of Implementation: 

Many of the perceptual patterns described can be detected using well-established machine 

learning techniques. Models trained on representative data can classify vocal, breathing, and 

movement-related traces with high accuracy in controlled contexts. Unlike high-stakes 

diagnostic tools, this system does not need to provide definitive clinical decisions. Instead, it 

offers low-risk, early-stage summaries for review by a clinician or carer. Advances in 

lightweight neural networks and local model execution make it increasingly feasible to run 

such models directly on-device, reducing privacy risks and infrastructure costs. 

Model training would depend on ethically governed, voluntary studies in which individuals 

with relevant conditions opt in. Relatives or household members may also choose to 

participate, recognising that genetic factors or shared environmental influences can make 

their data valuable for training or comparison. This supports more representative, inclusive, 

and context-aware model development. Rather than relying on fixed assumptions about what 

constitutes normal vocal or behavioural profiles, the system compares each individual’s 

present signals to their own historical baseline. As volunteers from diverse backgrounds opt 

in over time, the training base becomes more representative. This adaptive, self-referential 

model supports cultural and linguistic inclusivity without enforcing generalised standards. 

Importantly, many people who lack consistent access to traditional healthcare do have access 

to mobile phones. Recent estimates suggest that while over half the global population 

experiences barriers to timely healthcare, more than 80 percent have access to a smartphone 

or comparable device. This presents an opportunity to provide perceptual health support in 

under-served regions without requiring new infrastructure. 

To help distinguish atypical behaviour from natural variation, smartphones and wearables 

already offer useful contextual data. GPS, Wi-Fi, accelerometers, and gyroscopes can help 

situate health cues within daily routines and environments. For example, if increased 

breathlessness is observed during travel or physical activity, the context may prevent false 

concern. These multimodal signals enable cross-referencing, strengthening interpretability 

while maintaining local, user-owned control. 

Device microphones and environments will vary in quality and characteristics. To support 

calibration, users may be invited to record known reference signals (such as counting aloud, 

controlled breathing, or spoken phrases) in quiet settings. These samples help the system 

learn individual and device-specific baselines, improving reliability without requiring 

specialist hardware. 

To manage power usage, two operational modes could be available: an “always-on” mode 

while charging or on mains power, and a “sampling” mode while running on battery. This 

balances efficiency with sustained perceptual tracking. 



Perceptual Cues and Sonic Signatures: 

In multi-user environments such as care homes, where several individuals share space, 

personalised devices offer a further advantage. If each user has their own smartphone, earbud, 

or bedside device, triangulation across overlapping audio sources could support 

individualised tracking while also enabling the detection of emerging patterns — such as 

clustered coughs or breathing irregularities. This could assist with early infection monitoring 

or environmental stress indicators, offering a powerful tool for collective care without 

compromising individual specificity. 

Example: Perceptual Observation Log (3-day excerpt) 

Timestamp 
Observation 

Type 
Detected Cue Confidence 

Notes (Contextual 

Sensor Data) 

2025-06-01 

08:12 
Breath pattern Irregular sighs 76% 

User stationary; low 

ambient noise 

2025-06-01 

23:48 
Vocal energy 

Reduced vocal 

output 
85% 

Evening; user alone; low 

interaction 

2025-06-02 

03:14 
Sleep disruption 

Sudden gasp 

(possible apnoea) 
91% 

User lying down; 

elevated heart rate 

2025-06-02 

09:35 
Cough detection Single, dry cough 68% 

Indoors, no others 

present nearby 

2025-06-03 

11:27 

Movement 

pattern 

Short freeze after 

stand 
62% 

Standing from seated 

position 

Note: These are perceptual indicators only. They are not alarms or diagnoses. They form 

part of a broader picture for reflection or care review. 

Interaction, Trust, and Feedback Loops: 

To ensure the system remains accessible to diverse users, future implementations should 

consider language localisation, iconographic outputs, and multimodal presentation. Visual 

logs may be accompanied by audio summaries, haptic indicators, or simplified formats 

suitable for carers with different literacy levels or cognitive needs. By investigating the 

optimal ways to communicate outputs across different communities, it may be possible to 

influence the clarity of clinical communication more broadly, improving the interpretability 

of medical data for the general population. 

In some cases, professionals may be invited to retrospectively review and annotate 

observations. This approach respects the contextual expertise of clinicians while enabling the 

system to learn from confirmed patterns and reduce false positives. 

Limitations and Safeguards: 

This system is not intended as a diagnostic device. It is best understood as a perceptual safety 

net: quietly present, not relied upon, but available to surface patterns that might otherwise go 

unnoticed. Like a second set of ears, it offers gentle prompts that may support discussion, 

reflection, or earlier intervention. 



All observations are probabilistic and context sensitive. Human oversight remains essential, 

and no action should be taken solely on the basis of a machine-generated summary. This 

system is designed to assist care, not to automate it. Any future implementation should ensure 

users are clearly informed about the system’s purpose, boundaries, and optional nature. 

Participation should always be opt-in, as with any non-operating system app. Crucially, 

individuals who choose not to participate must retain full access to other forms of support or 

care. 

False reassurance is not unique to this system. Even validated clinical tests and experienced 

practitioners may occasionally miss signs of change. Rather than trying to eliminate all 

uncertainty, future versions of this system could provide confidence ratings for each 

observation. These would help users and carers assess how much weight to place on any 

given output. In a broader sense, confidence scoring will likely become a routine feature 

across most forms of information, especially in an era shaped by misinformation and 

synthetic content. 

Call for Collaboration: 

This concept is released as open prior art and shared under a Creative Commons Attribution 

4.0 International Licence (CC BY 4.0). Developers and researchers are welcome to adapt, 

implement, or extend the framework freely, including in commercial applications, provided 

appropriate credit is given. Future uses should uphold the principles of consent, transparency, 

and user control outlined herein. This licensing approach supports public benefit while 

preserving open accessibility and proper attribution. 

A formal record is available via Zenodo: DOI 10.5281/zenodo.15573199 

Real-world deployments should also include transparent update policies, version labelling, 

and sunset protocols. A use-by date could be incorporated into each version of the software to 

prevent reliance on outdated systems and ensure long-term clarity and trust. 

Conclusion: 

Future diagnostic practices may be supported by modest extensions to the devices people 

already live with. The stethoscope remains the gold standard for direct, clinical listening: 

personal, precise, and immediate. This proposal does not seek to replace it, but to extend its 

ethos into daily life through familiar devices, offering support between clinical encounters. 

 

https://doi.org/10.5281/zenodo.15573199

