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ABSTRACT The freedom of speech in online spaces has substantially promoted engagement on social media
platforms, where cyberbullying has emerged as a significant consequence.While extensive research has been
conducted on cyberbullying detection in English, efforts in the Arabic language remain limited. To address
this gap, the current study provides a comprehensive, state-of-the-art review of datasets and methodologies
specifically focused on Arabic cyberbullying detection. It systematically reviews different relevant studies
from six academic databases, examining their methodologies, dataset characteristics, and performance in
terms of classification accuracy and limitations. The paper critically evaluates existing Arabic cyberbullying
datasets according to criteria such as dataset size, dialectal diversity, annotation processes, and accessibility.
Additionally, this review identifies critical limitations, including dataset scarcity, dialectal imbalance,
annotation subjectivity, and methodological constraints. By synthesizing current knowledge, identifying
research gaps, and suggesting future directions, this review supports the development of more robust,
effective, and linguistically inclusive analytical methods. Ultimately, this work contributes significantly to
natural language processing research and advances the creation of safer online environments for Arabic-
speaking users.

INDEX TERMS Arabic cyberbullying detection, Arabic cyberbullying dataset, deep learning, machine
learning, transformers-based.

I. INTRODUCTION
With the proliferation of online social networks, the
widespread availability of information and communication
technology, and the prevalent use of computers and smart-
phones, Internet users now have unprecedented freedom
of expression in history [1]. According to a data report,
the number of Internet users globally has reached 5.56
billion users, representing 67.9% of the world’s population,
among these users, approximately 63.9% are active on social
media [2]. At countries level, 99% of the population in
Saudi Arabia used the Internet in February 2025, and 99.6%
of them utilized at least one social media platform [2], [3].
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Globally, the predominant users of numerous social media
platforms are young people, and this is global trend [3], [4].

Freedom of speech in cyberspace generates abusive
behaviours, such as cyberbullying (CB) [5]. CB appeared as
a novel type of bullying resulting from swift progress in Web
2.0 technologies that have transformed communications and
social interactions on the Internet [6]. In addition, researchers
have provided various definitions of CB, and the common
interpretation is aggressive and toxic behaviour through
online devices [7].

CB is a significant social issue in cyberspace, with
most previous studies focusing on its psychological con-
sequences [8]. However, this paper reviews technological
approaches aimed at identifying and preventing CB incidents
in Arabic. The growing awareness of CB’s impact and its
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potential adverse effects on victims have driven researchers
to develop detection methods. Despite this, existing literature
reviews on Arabic CB detection remain limited and fail to
comprehensively cover all relevant aspects. To the best of
our knowledge, only four surveys have examined detection
methods, while no specialized dataset review has been
conducted specifically for cyberbullying; instead, a single
survey has focused on toxic speech datasets.

Alsunaidi et al. [6] conducted a survey on the analysis of
nine empirical studies using automated Arabic CB detection
approaches. Their study summarized papers and categorized
them into three main classes: supervised learning, unsuper-
vised learning and ensemble learning. All the conducted
studies were either supervised learning or ensemble learning.
Moreover, Khairy et al. [8] examined 27 research papers on
the automatic detection of CB and abusive language in Ara-
bic, along with related detection approaches; only 10 of them
focused on CB detection. They concluded that all datasets uti-
lized in the detection process were labelled based on individ-
ual posts, which contradicts the definition of CB as repeated
behaviour. Additionally, the majority of datasets used were
imbalanced, impacting the performance of the classifiers.

Albayari et al. [9] conducts a systematic review of nine
research papers on Arabic CB detection, focusing on the
machine learning (ML) and deep learning (DL) models
utilized, as well as their corresponding performance metrics.
The findings indicate that Support Vector Machines (SVM) is
the most frequently employed traditional classifier, followed
by Random Forest (RF) and Naïve Bayes (NB). In contrast,
among deep learning methodologies, Convolutional Neural
Networks (CNNs) emerge as the most widely adopted
architecture for CB classification. However, a significant
challenge identified in this domain is the lack of a
standardized benchmark dataset, which obstructs the direct
comparison of classification models and their effectiveness
across different studies.

Additionally, Arif [10] conducted a systematic review of
research on CB detection in both English and Arabic using
machine learning techniques. The study examined research
directions and theoretical underpinnings in this field while
also exploring future directions and challenges. However,
despite analyzing 45 research papers, only four were
dedicated to Arabic CB detection, highlighting the limited
focus on this language. In terms of datasets, Bensalem et al.
[11] conducted a comprehensive investigation of 54 Arabic
toxic speech datasets and their corresponding studies. The
analysis was structured around 18 criteria spanning four
key dimensions: annotation processes, availability details,
reusability, and content. However, despite the extensive
dataset evaluation, only two datasets were explicitly desig-
nated for CB detection [12], [13], underscoring the scarcity
of Arabic-specific resources in this field.

The necessity of an updated and comprehensive survey on
Arabic CB detection research and publicly available datasets
arises from several critical factors. Rapid advancements in
ML and natural language processing (NLP) have introduced

sophisticated techniques capable of addressing the complexi-
ties inherent in analyzing Arabic CB. Additionally, the grow-
ing volume of Arabic digital content emphasizes the need
to reassess existing datasets and detection methodologies,
especially given the linguistic diversity and numerous dialects
within the Arabic language. Despite its global significance,
Arabic remains underrepresented in NLP research, further
limiting resources and specialized datasets available for
effective CB detection.

The study explicitly addresses several clear objectives.
Initially, it seeks to survey recent advancements in Arabic
CB detection by critically reviewing state-of-the-art research,
methodologies, and analytical tools. Moreover, it thoroughly
evaluates publicly available datasets, analyzing their utility
and limitations to guide future research in the domain.
The study also highlights successful techniques from other
languages that could potentially be adapted to Arabic, thereby
expanding the range of methodological approaches available
for researchers.

Additionally, this research identifies critical challenges
currently hindering Arabic CB detection, particularly dataset
limitations, dialectal variations, the lack of real-time detec-
tion capabilities, and the absence of multimodal analysis
methods. It proposes strategic research directions, such
as exploring multimodal detection approaches, leveraging
large language models (LLMs) and pre-trained language
models (PLMs) to manage linguistic diversity, and adopting
ensemble and transformer-based architectures for more
accurate and context-sensitive outcomes.

It distinguishes itself from prior research through three
key contributions. First, it consolidates all available datasets
related to Arabic CB and conducts an in-depth analysis of
their characteristics. Second, it presents a comprehensive lit-
erature review onArabic CB detection, systematically tracing
the evolution of research in this area from its inception. Third,
it addresses challenges in the methodologies and datasets
used in previous studies, providing critical insights to support
future advancements in Arabic CB detection. By identifying
these limitations and proposing directions for improvement,
this work serves as a foundational resource for researchers
seeking to enhance CB detection techniques in Arabic.

Following the introduction, the remainder of this paper
is structured as follows: Section II provides background
information, including a definition of CB, an overview of
the Arabic language, and Arabic CB datasets. Section III
outlines the research methodology. Section IV presents a
comprehensive review of Arabic CB detection techniques.
Section V discusses the advancements, challenges, and
future directions in Arabic CB detection. Finally, Section VI
concludes the paper by summarizing key findings and
research contributions.

II. ARABIC CB DETECTION BACKGROUND
A. CB DETECTION
Bullying is characterized by aggression, in which an imbal-
ance of power exists between the bully and the victim [14].
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Moreover, bullying can manifest in various forms, including
physical, verbal and psychological aggression. Bullying has
historically been confined to in-person interactions, but with
the rise of technology, it has also become prevalent on online
platforms, referred to as CB [15]. The term cyberbullying
first appeared in the New York Times articles in 1995 and
in the Canberra Times in 1998 [16]. There is ongoing debate
among researchers regarding the definition of CB. Some
consider this type of behaviour an extension of traditional
bullying, adapted to the digital age, through the use of
electronic communications. However, others believe that it
should be recognized as a distinct and separate form of
mistreatment that differs fundamentally from conventional
bullying practices [17].

According to Mouheb et al. [18], ‘the consequences of
cyberbullying are profound, encompassing adverse effects,
such as diminished self-esteem, depression, and anxiety,
as well as eliciting feelings of anger, fear, and frustration.
In some extreme instances, it tragically culminates in
suicide’. Due to the negative consequences that may affect
individuals, it is essential to monitor and prevent occurrences
of CB to reduce this form of online harassment [19].

Cyberspace hosts numerous forms of CB that impact users
on various Internet platforms. Several studies, including those
conducted by Sheri Bauman [16], Teng et al. [17], and
Haidar et al. [20], classify CB into various types based on
its nature and impact, including:

• Flaming: Initiating an online argument or conflict.
• Masquerade: Pretending to be someone else with
malicious intentions.

• Denigration: Spreading rumors to harm reputation.
• Impersonation: Pretend to be someone to cause harm or
damage to their reputation.

• Harassment: Sending repeated offensive messages.
• Outing: Revealing humiliating information or secrets
about someone.

• Trickery: Deceiving someone into sharing sensitive
information for online sharing.

• Exclusion: Intentionally and harshly leaving someone
out of online group activities.

• Cyberstalking: Repeated and intense harassment, often
involving threats and instilling fear.

It is appropriate to assert that our survey provides a
comprehensive examination of all forms of CB research
conducted in the Arabic language.

B. ARABIC CB STUDIES
Globally, the Arabic language ranks fifth in terms of the
most spoken languages, and its utilization on the Internet
is expanding significantly [8]. It is the official language in
over 20 countries, contributing to a growing research interest
in various Arabic language domains. Furthermore, Arabic
remains one of the most widely used languages both among
Internet users and speakers worldwide [2].
Arabic exhibits a rich diversity of dialects, which can

be broadly categorized into two primary forms: Modern

TABLE 1. Distribution of Cyberbullying detection studies: Arabic vs. other
languages.

Standard Arabic (MSA) and Spoken Dialects. MSA serves
as the standardized, literary form of the language, utilized in
formal contexts such as writing, media, and official discourse.
It is important to note that MSA is not acquired as a first
language by any native Arabic speaker. In contrast, spoken
Arabic exhibits significant regional variation, with dialects
often being partially mutually intelligible across neighboring
geographic areas. These spoken dialects can be classified
into five major regional groups: Levantine, Gulf, Egyptian,
Maghrebi, and Iraqi, each of which contains numerous sub-
dialects. The exact number of Arabic dialects remains a
topic of scholarly discussion, as classification methodologies
differ. However, some linguists estimate that more than 30
distinct dialects exist, reflecting the extensive geographical
reach and historical evolution of the language [21]. This
linguistic diversity highlights the complexity and cultural
richness of Arabic as a global language.

However, the efforts in Arabic CB research are still modest
when compared with other languages, as shown in Table 1.
The table indicates that, while a significant volume of
research on CB detection is available in other languages—
primarily English, with some studies in Hindi, Bengali, and
Turkey—the number of studies focused on Arabic remains
comparatively lower. This underscores the importance of
promoting and supporting research initiatives in Arabic to
better detect and combat CB.

Table 1 highlights a significant disparity in the number
of studies focused on CB detection in the Arabic language
compared to other languages, spanning the period from
2017 to February 2025 in five academic databases plus
Google Scholar. This contrast underscores the relatively
limited research attention devoted to Arabic text-based CB
detection within the broader academic landscape. As depicted
in Table 1, a total of 53 studies focusing on Arabic were
identified across various academic databases, compared to
1202 studies in other languages. Specifically, ScienceDirect
has 2 studies in Arabic versus 49 in other language; MDPI
shows 2 versus 41; ACM has 1 versus 37; Springer Link
presents 3 versus 98; and IEEE Xplore features 9 versus
115. This comparison highlights the underrepresentation of
Arabic in CB research and underscores the need for increased
focus and investigation in this area. On the temporal scale, six
studies were conducted before 2022, while 21 studies were
published afterward, highlighting the increasing academic
attention toward the psychological consequences of CB
on social media users’ mental health [22], [23], [24],
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[25]. This trend underscores the growing recognition of
CB as a significant societal issue, prompting intensified
research efforts to understand its impact and develop effective
mitigation strategies.

C. ARABIC DATASETS
As far as we know, current efforts in the field of Arabic
CB datasets have focused on developing new benchmarks,
despite the absence of standardised datasets for Arabic
CB detection [12], [26]. Many researchers have created
experimental CB datasets by extracting data from social
media platforms, making it difficult to establish a fair
comparison of the effectiveness of existing methods for
detecting Arabic CB. However, despite the absence of a
standard corpus for Arabic CB detection, ongoing efforts
are being made to create one. Nowadays, four Arabic CB
datasets are available and can be reached online, as presented
in Table 2.
Currently, most studies construct their datasets using

data from social networking platforms such as X (formerly
Twitter), Facebook, and YouTube [12]. X serves as the
primary source for nearly all datasets, as shown in Table 2,
primarily due to its easily accessible API for data collection.
Table 2 provides a summary of Arabic datasets utilized in CB
research. These datasets differ in terms of their sources, sizes,
included dialects, balance ratios, availability, and annotation
methods. They reflect the diverse approaches and platforms
employed in gathering Arabic CB data, underscoring the
challenges associated with achieving balance and manual
annotation to ensure data quality and representativeness. The
online availability of these datasets enhances their utility for
broader research and facilitates verification by other scholars.

From Table 2, it is evident that the datasets span
multiple platforms, including X, YouTube, Facebook, and
Instagram, and encompass various Arabic dialects, such as
MSA, Egyptian, Gulf, and Levantine. The balance ratio
reflects the proportion of CB instances relative to the
total dataset size, underscoring challenges related to dataset
representativeness. Most datasets are manually annotated,
with only one employing a combination of manual and
automated methods. Additionally, while some datasets are
publicly available, others require special access upon request.
This information is essential for researchers seeking to
advance Arabic CB detection, as it provides insight into
the scope and characteristics of each dataset, enabling more
informed selection and application in future studies.

Building on previous analyses, several key deficiencies
in Arabic CB datasets have been identified. These include
a predominant class imbalance, where the number of CB
instances is significantly lower than non-CB cases, limiting
the effectiveness of classification models. Furthermore,
dataset sources are primarily concentrated on popular social
media platforms, reducing diversity and generalizability.
Additionally, restricted public access to some datasets ham-
pers collaborative research efforts. Another major limitation

is the scarcity of datasets that offer multi-class categorization
of CB incidents, which is crucial for developing more
nuanced and context-aware detection systems. Lastly, the
heavy reliance on manual annotation raises concerns regard-
ing data consistency and objectivity, as Arabic encompasses a
wide range of dialects [27]. When annotators speak a dialect
different from the one used in the text, misinterpretations and
incorrect annotations may occur. This issue underscores the
need for standardized and potentially automated annotation
processes to enhance reliability. Addressing these challenges
is essential for improving the effectiveness and applicability
of CB detection models across various digital platforms.

D. FEATURE REPRESENTATION
The authors in [10] and [32] classified CB detection
features into five distinct categories. The first is content
features, which are extracted from user texts or derived from
emojis, video, images or audio content. NLP techniques are
employed. This method is widely utilised in CB detection
studies due to its effectiveness in revealing offensive terms.
Common models for word representation include word
embedding (WE), bag of words (BoW) and term frequency-
inverse document frequency (TF-IDF). A second feature is
network features, which are significant in CB detection,
as they reflect the level of social engagement of the
cyberbully. These features may include the number of user
followers and the number of accounts followed by the user.
This feature is rarely used due to regulations aimed at
protecting user privacy on social media platforms.

Third are activity features that capture the user’s com-
munication activities, such as the number of posts disliked
or liked and engagement with hashtags. Fourth, user profile
features are extracted from the user’s social media profile and
may include demographic information such as gender, age
and social group affiliations. The user’s age is particularly
relevant in determining the severity of CB, as it influences
the dynamics between the victim and the cyberbully.
Additionally, knowledge of the user’s social group types can
aid in predicting their personality and behaviour, as there is
a correlation between personality traits and hostile behaviour
in users. Finally, sentiment features are employed to detect
hostile behaviours exhibited by users. This can be achieved
through two methods: using a well-trained classifier or
utilising a dictionary of sentiment-related words to determine
the sentiment of user posts.

E. PERFORMANCE MEASURES
The criteria employed to evaluate the efficacy of individual
CBmodel classifiers consist of accuracy, precision, recall, F1
score, AUC-PR and AUC-ROC. The metrics are described as
follows:

Accuracy denotes the proportion of correctly classified
instances and is calculated using the following formula:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
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TABLE 2. Cyberbullying Arabic datasets.

where TP = True Positive, TN = True Negatives, FP = False
Positive, FN = False Negative.

Precision (P) represents the proportion of accurately
identified positive instances relative to the total number of
positive predictions and its formula is:

Precision =
TP

TP+ FP

Recall (R) indicates the percentage of actual positive
instances that are correctly identified by the classifier. It is
calculated as follows:

Recall =
TP

TP+ FN

The F1 score is known as the F-measure, and it provides
a balance between precision and recall in assessing test
accuracy. It achieves its optimal value at 1 and its lowest value
at 0, computed by

F1 Score =
2 ∗ P ∗ R
P+ R

AUC-ROC (Area Under the Receiver Operating Characteris-
tic Curve) represents a model’s ability to distinguish between
classes at various thresholds. The ROC curve plots the True
Positive Rate (TPR) against the False Positive Rate (FPR)

across threshold levels, with TPR defined as

TPR =
TP

TP + FN

and FPR as

FPR =
FP

FP + TN

AUC-ROC is the area under this curve, ranging from 0 to
1, where higher values indicate better performance, with 1
representing a perfect classifier and 0.5 indicating random
performance. Values below 0.5 suggest that the classifier
performs worse than random.

AUC-PR (Area Under the Precision-Recall Curve) is a
metric particularly useful for imbalanced datasets, focusing
on the model’s ability to correctly identify the positive
class. The Precision-Recall(PR) curve plots Precision against
Recall across thresholds. AUC-PR is the area under this
curve, with higher values indicating better detection of
positive cases.

In this survey, many studies utilized the accuracy mea-
sure [12], [13], [26], [28].

III. RESEARCH METHODOLOGY
In their pioneering study on the challenges associated with
detecting CB in Arabic text, Alduailej and Khan [33]
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FIGURE 1. A Systematic approach to article selection.

highlighted the absence of prior research specifically focused
on this issue within their literature review. In the same
year, Haider et al. [20] introduced the first detection model
for Arabic CB [34]. Consequently, this systematic review
encompasses studies published from 2017 through February
2025, aiming to capture the full spectrum of research efforts
in the domain of Arabic CB detection. A total of 26 studies
have been included in this review, providing a comprehensive
overview of the advancements and methodologies employed
in this field.

A. SELECTION STRATEGY
A comprehensive literature search was undertaken using
a systematic approach and advanced search queries. The
initial query employed was [cyberbullying OR cyber-
bully] AND [detection], with publication dates restricted
from 2017 to 2025. To specifically target Arabic stud-
ies, an additional parameter ([Arabic]) was appended.
Searches were conducted across five academic databases—
ScienceDirect, MDPI, ACM, Springer Link, and IEEE
Xplore—in addition to Google Scholar. The search process
was completed in February 2025, as detailed in Table 1. This
approach was designed to identify and analyse all pertinent
studies published within the specified timeframe.

B. INCLUSION AND EXCLUSION STANDARDS
This section outlines the criteria established during the
selection process to ensure that the studies included in

this analysis are relevant, significant, and aligned with the
primary objectives of the research. The criteria were designed
to systematically identify and evaluate studies that contribute
meaningfully to the field of CB classification in Arabic texts.

Studies were included if they met the following conditions:
• The study must focus on the classification of CB
specifically in Arabic texts.

• The study must utilize artificial intelligence (AI) tech-
niques to perform text classification tasks.

• The study must report the model’s performance metrics,
such as accuracy, precision, recall, F1-score, or other
relevant evaluation measures.

• The study must have been published in or after the year
2017 to ensure the inclusion of recent and up-to-date
research.

Studies were excluded based on the following criteria:
• Studies that did not address the classification of CB in
Arabic texts were excluded.

• Studies that were not published in peer-reviewed
journals or conference proceedings were excluded.

• Studies that failed to describe the classification method-
ology in sufficient detail were excluded.

These criteria were applied to ensure the selection of high-
quality, relevant, and recent studies that contribute to the
advancement of knowledge in the domain of Arabic text-
based CB classification.

IV. ARABIC CB DETECTION METHODS
A. MACHINE LEARNING MODELS
Haidar et al. performed the first work to detect CB in
the Arabic language [20]. They have made significant
contributions to the field of Arabic CB detection. In their
first study, Haider et al. [20] attempted to address the issue
of CB in both the Arabic and English languages. While there
has been considerable progress in CB detection for English,
relatively no work has been done in Arabic. To implement
ML techniques, a dataset must be prepared for both training
and testing the system, and the WEKA toolkit was chosen for
this purpose, as it supports the Arabic language. The dataset
consisted of only 2,196 instances of bullying content out of
a total of 35,273 instances. Two models, SVM and NB, were
selected to detect CB. However, the results obtained by this
system are not as accurate as those achieved by previous
work on English CB detection systems, while the goal of
the paper was to demonstrate the detection of CB in Arabic.
In their second work [35], Haider et al. further enhanced
their approach by employing DL techniques, specifically by
training a feed-forward neural network (FFNN) on an Arabic
dataset. More recently, they introduced ensemble ML as an
additional method to enhance Arabic CB detection, refining
their previous efforts [36].

Alduailaj et al. [13] suggested employing ML techniques
to automatically detect CB in Arabic. Specifically, they used
an SVM classifier algorithm utilising a real dataset sourced
from YouTube and X to identify CB. The Farasa tool was
also included to address textual limitations and enhance
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the detection of bullying incidents on Arabic social media
platforms. The findings indicated that SVM continued to
surpass NB in the detection of CB content.

Shannag et al. [28] discussed creating and evaluating
ArCybC, a multi-dialect annotated Arabic CB corpus,
by outlining the compilation process, exploring CB tweets
from different X groups, and highlighting the susceptibility
of certain groups to harassment. The corpus was filtered
using a harassment lexicon and annotated by five annotators.
Five ML approaches were then compared for CB detection:
logistic regression (LR), RF, decision tree (DT), the extreme
gradient boosting algorithm and SVMs. The combination of
SVM and word embedding techniques yielded encouraging
outcomes. The obstacles included the scarcity of publicly
accessible Arabic dataset on CB and the challenges associ-
ated with their annotation.

Albayari et al. [26] in their first study, introduce the first
Instagram-based Arabic corpus specifically designed for CB
and offensive language detection, establishing the largest CB
dataset with 46,898manually annotated comments. The study
further evaluates the performance of four classical machine
learning classifiers—LR, SVM, RFC, andMultinomial Naïve
Bayes (MNB)—on the dataset. Among these, the SVM
classifier achieved the highest performance, highlighting its
effectiveness in identifying CB content in Arabic social
media. By publicly releasing the dataset, the study provides
a foundational benchmark for further research in Arabic
NLP, facilitating advancements in automated detection of
CB language, sentiment classification, and dialectal analysis.
Musleh et al. [31] utilized a meticulously curated dataset
that captures specific characteristics of the Arabic geographic
region, predominantly focusing on Saudi Arabia.. The col-
lected tweets were subjected to extensive pre-processing—
including cleaning, normalization, tokenization, stop-word
removal, and stemming—prior to feature extraction using
both TF-IDF and N-gram models. The study evaluated a
suite of nine ML algorithms (SVM, NB, RF, LR, AdaBoost,
CatBoost, LightGBM, Bagging, and XGBoost), with the
combination of XGBoost and TF-IDF emerging as the
superior model, achieving an accuracy of 89.95%. Despite
these promising results, the authors acknowledge limitations
related to the relatively small and potentially dialect-biased
dataset, underscoring the need for further data augmentation
and more balanced sampling to enhance the generalizability
of the findings.

Saadi et al. [43] aimed to identify negative Arabic
comments indicative of CB through the application of an
SVM algorithm. Feature extraction was conducted using both
the term frequency-inverse document frequency (TF-IDF)
vectorizer and count vectorizer (CV) methods. Subsequently,
a cuckoo search optimisation algorithm was employed for
optimisation, yielding favourable outcomes.

Mursi et al. [44] introduced ArCyb, a machine-learning
model designed to identify CB in social media, leveraging
a manually annotated Arabic dataset. They implemented
both SVM and Multi-layer Perceptron (MLP) classifiers

and conducted classification tests on the dataset after pre-
processing, yielding accuracy rates of 89% for MLP and 92%
for SVM.

B. DEEP LEARNING MODELS
Bashir and Bouguessa [39] introduce a data mining approach
for the detection of CB and harassment in Arabic texts,
addressing the unique challenges posed by the complexity
and resource scarcity of Arabic language processing. The
key contributions of the study include the development
and evaluation of various learning strategies—ranging from
traditional ML classifiers (e.g., Multinomial Naïve Bayes
MNB, Linear Support Vector Classification LSVM, LR,
Ridge Classifier, Bernoulli Naïve Bayes BNB, RF, and
KNN) to DL techniques (with a particular focus on LSTM
networks). The authors also compare the effectiveness of
different word embedding methods, demonstrating that the
Continuous Bag of Words (CBOW) model outperforms the
Skip-gram approach in capturing semantic relationships in
the context of CB. The dataset, constructed by collect-
ing 36,056 tweets from Twitter via a stream API using
a curated list of CB keywords, was meticulously pre-
processed to remove noise, and standardized to address
linguistic variabilities. Experimental results indicate that
the LSTM model achieves the highest overall accuracy
of 72%, thereby validating the potential of deep learning
approaches for robust CB detection in Arabic social media
texts.

Bouliche and Rezoug [40] introduces a novel dynamic
graph neural network (DGNN) approach for detecting CB in
Arabic social media by modelling entire comment sessions
as dynamic temporal graphs. In these graphs, each node
represents a comment and edges denote reply to relationships,
allowing the model to capture both spatial and temporal
dependencies without converting the data into static graphs.
A custom message passing algorithm is used to update node
embeddings, addressing challenges such as node deletion
and index shifting. The method was evaluated on a dataset
of 11,268 Arabic comments [41], from which 753 dynamic
graphs were generated, demonstrating promising improve-
ments in learning despite challenges like class imbalance and
memory constraints.

Alzaqebah et al. [45] introduced an automated framework
for CB detection tailored to addressing the challenges posed
by imbalanced short text and various Arabic dialects present
in dataset, called MSAUS. A novel approach was proposed
within this framework to address the imbalance issue by
employing a modified simulated annealing optimisation
algorithm aimed at identifying an optimal subset of samples
from the dominant class to equalise the training dataset.
The evaluation of this method involved tradition ML
algorithms, such as SVM, as well as DL algorithms, such
as long short-term memory (LSTM) and bidirectional LSTM
(BiLSTM). The researchers used three different offensive
datasets from [27], [46], and [47]. Key performance metrics,
including recall, accuracy, specificity, mean squared error and
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TABLE 3. Summary of CB detection models, their performance on Arabic datasets, and associated limitations.

sensitivity, were utilised to indicate the effectiveness of the
framework on communication platforms. The findings sug-
gest that the proposed framework enhances the effectiveness
of the algorithms tested, with BiLSTM emerging as the most
effective method for CB classification.

AlMutawa and Faisal [48] introduces a DL framework
for detecting CB in Arabic YouTube comments using a
Convolutional Long Short-Term Memory (CLSTM) model.
The key contribution lies in its tailored approach to address
the unique challenges posed by the Arabic language by
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TABLE 3. (Continued.) Summary of CB detection models, their performance on Arabic datasets, and associated limitations.

leveraging DL techniques that capture both local (via
convolutional layers) and sequential (via LSTM layers)
textual patterns. The study is supported by a meticulously
curated dataset comprising 365 comments extracted from

16 YouTube videos. These comments were collected using
Python scripts interfacing with the YouTube API and then
rigorously pre-processed to standardize the text for analysis.
Experimental evaluation revealed that the proposed CLSTM
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model achieved an accuracy of 90%, demonstrating its robust
capability in distinguishing between CB and non-CB content.

C. HYBRID AND ENSEMBLE MODELS
Khairy et al. [12] examined the effectiveness of detecting
CB and offensive language in Arabic text by employing
three single-learner ML methods (LR, linear SVC and K-
neighbors) and three ensemble ML methods (boosting with
AdaBoost), bagging with RF and voting. Ensemble ML is
described as a meta-learning strategy that combines pre-
dictions from multiple single-learner classifiers to enhance
performance over those of any individual classifier. Ensemble
ML approaches generally outperform single-learnermethods,
particularly the voting ensemble classifier.

Alhashmi et al. [42] presented a CB detection model
known as a consensus-based ensemble. A variety of diverse
classifiers, including both traditional techniques of ML and
DL, were trained using a translated labelled Arabic CB
dataset sourced from across five distinct platforms. Various
ML algorithms were examined in the comparison, including
SVM, Sequential Deep Learning (SDL), Artificial Neural
Network (ANN), RF and XGBoost (XGB). The outputs from
these classifiers were merged through a consensus-based
decision-making process, which used the F1 score of each
classifier to determine their ranking. The proposed model
achieved an overall improvement of 1.3% compared to the
best-trained classifier.

Albayari et al. [53] in their second study introduces a
novel hybrid DL model (CNN–BLSTM–GRU) for Arabic
CB detection, rigorously evaluated against several architec-
tures including LSTM, GRU, CNN-LSTM, CNN-BLSTM,
LSTM-ATT, and LSTM-TCN using two datasets. The
primary dataset [26] was utilized in three distinct scenarios:
(1) the original multiclass categorization (Positive, Bullying,
Neutral, Toxic), designated as AA-MCU (Authors’ Names-
Multiclass-Unbalanced); (2) a binary classification, where
comments were labelled as either bullying or non-bullying,
designated as AA-BCU (Authors’ Names-Binary Class-
Unbalanced); and (3) a balanced version of the binary dataset,
obtained via an oversampling method, designated as AA-
BCB (Authors’ Names-Binary Class-Balanced). The models
were assessed using standard evaluation metrics—accuracy,
precision, recall, and F1-score—with the proposed hybrid
model consistently outperforming the other architectures.
Conspicuously, the CNN–BLSTM–GRU achieved the high-
est overall accuracy (up to 83% on certain datasets) and
delivered competitive precision, recall, and F1-scores, with
an F1-score of approximately 91% inmulticlass classification
scenarios. These findings underscore the model’s capability
to effectively capture the complex linguistic nuances of
Arabic and its potential for real-world integration into social
media platforms to mitigate CB.

In their third study, Albayari et al. [54] tackle the escalating
issue of CB in Arabic digital communications by proposing
an advanced DL-based solution. The authors systemati-
cally evaluate seven individual DL models for Arabic CB

detection, including CNN, Bidirectional Long Short-Term
Memory (Bi-LSTM), Bidirectional GRU (Bi-GRU), Hybrid
Bi-LSTM-LSTM, CNN-Bi-GRU, CNN-Bi-LSTM, and Bidi-
rectional LSTM-Bidirectional GRU (Bi-LSTM-Bi-GRU),
assessing each model using standard performance metrics
such as accuracy, precision, recall, and F1-score. To further
enhance detection performance, the study implements an
ensemble stacking approach, integrating predictions from
the top-performing models through a meta-learner classifier.
Specifically, three ensemble configurations are tested: one
combining the two best models (Bi-LSTM and Bi-LSTM-
Bi-GRU), another incorporating the top four models, and a
final ensemble stacking all seven models. The results reveal
that the ensemble model utilizing a Random Forest meta-
learner achieves the highest accuracy of 94.73%, surpassing
both individual deep learning models and other stacking
ensembles employing meta-learners such as MLP, LR, NB,
SVM, and KNN. These findings underscore the effectiveness
of combining diverse DL models through ensemble stacking
to significantly improve the accuracy of CB detection in
Arabic textual data.

Daraghmi et al. [55] introduces an integrated hybrid DL
model tailored for detecting CB in Arabic textual data.
The authors propose a novel approach by combining three
robust neural network architectures—CNN, Bi-LSTM, and
Gated Recurrent Units (GRU)—alongside stacked word
embeddings (GloVe and FastText) to effectively capture
both localized textual patterns and long-term contextual
dependencies. The model is trained and evaluated on a
comprehensive dataset, which integrates six benchmark
datasets sourced from platforms such as Facebook, Twitter,
and Instagram [26], supplemented by a custom-developed
Arabic CB lexicon. Among these datasets, the first and fourth
datasets, referenced from GitHub, do not explicitly mention
their specific content or purpose. The second dataset refers to
the Arabic Sentiment Twitter Corpus, which contains labelled
positive and negative tweets. The third dataset pertains to
the Arabic Levantine Hate Speech Dataset, focusing on hate
speech and abusive language detection. The sixth dataset,
referred to as the Offensive Dataset, contains manually
labelled offensive and non-offensive comments. Remarkably,
only one of these datasets is explicitly designed for CB
detection, while the others are adapted for this purpose
through pre-processing and labelling. The hybrid architecture
employs CNN layers for extracting local features, BiLSTM
layers to model bidirectional long-term dependencies, and
GRU layers for efficient sequence modelling, all enhanced by
stacked word embeddings to enrich semantic representation.
The proposed CNN-BiLSTM-GRU model achieves remark-
able performance, with an accuracy of 98.83%, alongside
high scores in recall, precision, specificity, and F1-measure.
The findings underscore that the integration of multiple DL
architectures with advanced text representation techniques
significantly enhances the detection of CB in Arabic online
communications, offering a robust solution to this growing
challenge.
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D. PRETRAINED TRANSFORMER MODELS
Benaissa et al. [34] propose a class imbalance-sensitive
approach that leverages fine-tuned PLMs for the detec-
tion of CB in both English and Arabic datasets. The
authors address the critical challenge of class imbalance
by employing a multi-faceted strategy comprising text-
level data augmentation via Easy Data Augmentation,
cost-sensitive learning, and the novel application of focal
loss—a loss function typically utilized in computer vision—
to improve the detection of the minority CB class. In this
framework, fine-tuned Transformer-based models (BERT,
RoBERTa, and DistilBERT) are used as feature extractors,
generating contextual embeddings that are subsequently
processed by multi-channel convolutional neural networks
and bidirectional LSTMs for classification. The approachwas
rigorously evaluated on twoEnglish datasets (Formspring and
Impermium) and one Arabic dataset (Aljazeera) [52]. Exper-
imental results indicate that the proposed models achieve
significant improvements in key performance metrics, with
recall values ranging from 78% to 96% and notable enhance-
ments in accuracy, precision, F1-score, and AUC compared
to conventional methods. These findings underscore the
effectiveness of integrating PLMs with advanced imbalance-
sensitive techniques for robust CB detection across diverse
linguistic contexts.

Alfarah et al. [49] presented a methodology utilising
Arabic Bidirectional Encoder Representations from Trans-
formers (BERT) models to label the issue of CB in Arabic
online social networks. Comparative analysis revealed that
Arabic BERT models outperformed conventional ML and
DL methods. Fine-tuning of the Arabic BERT models was
conducted, followed by three rounds of experiments. The
AraBERT v2 large model achieved the best AUC and F1
scores, reaching 85.94% and 84.58%, respectively.

Sadek et al. [50] investigate the detection of CB in Arabic
by utilizing a multi-dialect dataset consolidated from various
social media platforms, including Twitter and YouTube.
Notably, this dataset is not publicly available. The study
addresses the challenges inherent in Arabic CB detec-
tion by comparing the performance of three classification
approaches: a classical Naïve Bayes model, the transformer
based AraBERT model, and ChatGPT. Experimental results
demonstrate that AraBERT consistently outperforms both
Naïve Bayes and ChatGPT, achieving superior accuracy,
precision, recall, and F1-scores—particularly on the Twitter
dataset, where AraBERT reached an accuracy of 91%.
Nonetheless, the study also emphasizes that the multi-dialect
dataset introduces additional challenges, suggesting that
ensemble methods tailored to individual dialects may be
necessary to enhance generalizability and performance in
real-world applications.

The principal contribution of Azzeh et al. [56] study
is the development of AraCB, an Arabic CB detection
system that combines CNN, multi-head self-attention, and
ResNet architectures to effectively capture the semantic
and contextual subtleties of Arabic text. AraCB utilizes a

custom-trained skip-gram word2vec model in conjunction
with positional encoding to produce dense word embeddings
that are subsequently refined through multi-head attention
layers. The system was evaluated using the publicly available
ArCybC dataset [28], comprising 4,505 tweets collected from
X. The experimental results reveal that AraCB significantly
surpasses conventional classification methods such as SVM,
LR, RF, RNN, and XGB; specifically, it achieves improve-
ments of 16.5% in average accuracy, 29.89% in recall, 18.4%
in precision, 26.93% in F1-score, and 16.66% in AUC.
For example, with a word2vec representation of vector size
100 and a flatten aggregation approach, AraCB attained an
accuracy of 82.3%, recall of 77.3%, precision of 78.2%, F1-
score of 77.7%, and an AUC of 89.2%. These outcomes
underscore the robustness of AraCB and its considerable
promise for the accurate detection of CB in Arabic text,
despite the complex challenges posed by the language.

Mahdi et al. [57] introduce an end-to-end transformer-
based model, referred to as E-BERT, designed to detect
CB in Arabic social media content. Acknowledging the
distinct linguistic challenges inherent to the Arabic language,
such as dialectal diversity, intricate morphology, and script
complexity, the authors adapt an English-pretrained BERT
model by fine-tuning it on an Arabic-specific dataset.
To address morphological complexities, the model utilizes
the WordPiece tokenizer, customized for Arabic, which
decomposes words into meaningful subword units. Addition-
ally, special tokens ([CLS] and [SEP]) are incorporated to
align with BERT’s input format, and input sequences are
standardized through padding or truncation to a fixed length.
The enhanced model demonstrates exceptional performance,
achieving an accuracy of 98.45%, precision of 99.17%,
recall of 99.10%, and an F1-score of 99.14%. These results
indicate a substantial improvement over baseline models and
underscore the efficacy of cross-lingual transfer learning for
Arabic text analysis. The study also addresses challenges
such as vocabulary mismatch and dialectal variations when
applying English-pretrained models to Arabic, highlighting
how tailored tokenization and fine-tuning strategies can
effectively mitigate these issues.

E. SENTIMENT AND REAL-TIME MODELS
Sentiment analysis is a natural language processing technique
used to determine the emotional tone of text, categorizing it as
positive, negative, or neutral. This method enables automated
systems to detect emotions or hostility, which is particularly
valuable in identifying CB behaviour. Alharbi et al. [37]
proposed an automated method for detecting CB through
sentiment analysis and lexicon-based techniques. Data were
collected from YouTube comments, X API and Microsoft
Flow, totalling approximately 100,327 tweets and comments
gathered into a single file. Following data cleaning and
pre-processing, the data were categorised into bullying and
non-bullying categories, with classification performed by
three individuals to ensure consideration of the majority
opinion. After data preparation and configuration for lexicon
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generation, PMI, chi-square and entropy methods were
implemented. The results indicate that the PMI method out-
performed the entropy and chi-square methods in detecting
CB.

Real-time filtering refers to the automated, immediate
processing and categorization of content as it is generated,
allowing for prompt intervention. In CB detection, real-time
filtering can help prevent exposure to harmful content by
instantly identifying and managing offensive messages based
on predefined rules. Mouheb et al. [18] introduced a method
for identifying CB within Arabic X streams. The proposed
approach involves real-time monitoring of X messages,
followed by pre-processing and noise reduction of tweets.
Offensive messages are then detected and categorised based
on their strength, with weights assigned to each offensive
message. The proposed tool functions as a real-time filter
designed to automatically detect and categorise CBmessages.
This filter can be implemented either on the user’s device or
integrated into the social media platform. Similar to antivirus
software or spam filters, the tool operates according to user-
defined rules. Upon detection of a CB message, the tool can
take appropriate actions, such as deleting or hiding the mes-
sage, issuing a warning notification or notifying third parties
for professional intervention, depending on the severity of
the bullying message. The experiments demonstrated that the
proposed system successfully identified CB messages with
near real-time efficiency.

Table 3 offers a detailed overview of various method-
ologies and classifiers used in the detection of CB within
Arabic text datasets. It encompasses a range of ML, DL,
and transformer based techniques applied across different
platforms and datasets, highlighting the features utilized and
the best performance metrics achieved by each approach. The
table 3 underscores the diverse approaches in the detection
of CB within Arabic texts. ML techniques, such as SVM
and LR, have shown significant efficacy, particularly when
combined with features like TF-IDF and word embeddings
[12], [13], [28], [26]. DL models, especially LSTM, have
also demonstrated high performance in capturing complex
linguistic patterns [39]. Ensemble methods further enhance
accuracy by integrating multiple classifiers [12], [42], [51].
These methodologies collectively contribute to the advance-
ment of NLP in detecting CB, highlighting the importance of
tailored approaches for Arabic language datasets.

V. RECENT CB DETECTION METHODS IN ENGLISH
Teng et al. [5] created an automated system to detect CB using
two methods: traditional ML and transfer learning. Utilising
the AMiCA dataset, which contains a substantial amount
of CB context and structured annotations, was integral to
the research. Various features such as textual analysis, static
and contextual word embeddings, sentiment and emotional
analysis, psycholinguistics, toxicity features and term lists
were incorporated into the traditional ML approach. The
utilisation of the transfer learning approach involved fine-
tuning optimised versions of pre-trained language models,

specifically DistilBert, Electra-small and DistilRoBerta.
These models were chosen due to their faster training
computation compared to their base forms. After fine-
tuning, DistilBert outperformed traditional ML in achieving
the highest F-measure. The study determined that transfer
learning was the most effective method for improving
performance with minimal effort, as it eliminated the need
for feature engineering and resampling.

Mathur et al. [58] introduced a real-time system designed
to detect CB on X by leveraging natural language processing
and ML techniques. The system undergoes training on a
dataset of CB-related tweets using various ML algorithms to
compare their performances. Through tuning, RF emerged as
the most effective algorithm. To enable real-time analysis,
Selenium was utilised to extract tweets from specified
X accounts while recording the timestamps of previously
analysed tweets. Furthermore, an image captioning model
is integrated to describe images posted on the account,
contrasting them with user-provided captions to sift out spam
content. The primary goal is to combat CB by offering a
valuable tool for online platforms to identify and eliminate
harmful content. The findings underscore the significance
of ML algorithm selection and pre-processing techniques in
enhancing CB detection performance on X.

Murshed et al. [59] introduced an efficient model for
English CB classification and detection, integrating fuzzy
adaptive equilibrium optimisation (FAEO) clustering-based
topic modelling with an ensemble convolutional neural
network (ECNN) to enhance the accuracy of CB detection.
The study began with data cleansing in the pre-processing
phase. Then, features were extracted using a TF-IDF,
followed by the creation of word clusters by FAEO, based on
the text data. Finally, ECNN was employed for classification
across various CB categories, including sexism, insult,
aggression and racism. The performance of the proposed
ECNN model was assessed using two datasets from social
media: the RW-CB-Twitter and CBMendeley (CB-MNDLY)
datasets. The proposed FAEO-ECNNmodel was compared to
LSTM, BiLSTM, RNN and CNN-LSTM and demonstrated
superior performance in comparison. However, there were
limitations to this research. First, the implementation of
ECNN for CB detection is currently restricted to the
English language. Additionally, the FAEO-ECNN model is
specifically designed to detect CB through text analysis,
excluding other media forms, such as audio, images and
videos, from its scope of detection.

Almomanu et al. [60] proposed a novel hybrid method
employing DL models for feature extraction combined with
ML classifiers to enhance the detection of CB in image-based
content. Utilising pre-trained DL models such as Incep-
tionV3, ResNet50 and VGG16 to extract features and then
applying these features to classifiers like logistic regression
and SVMs improves the ability to understand the intricate
contexts in which CB occurs. This approach leverages the
strengths of advanced visual recognition technologies to
enhance the accuracy and efficiency of CB detection in
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TABLE 4. Summary of techniques for detecting Arabic Cyberbullying.

images. Although the hybrid technique causes additional
computational expenses, these costs are justified by proven
accuracy enhancements. The importance of efficiency is
recognised as a key aspect that requires enhancement. With
optimised implementations and infrastructure, handling the
increased resource demands would be feasible.

Alam et al. [61] developed single and dual ensemble-based
voting models to classify content as either ‘offensive’ or ‘not-
offensive’. To accomplish this objective, four ML classifiers
and three ensemble models were employed in combination
with two distinct feature extraction methods and various n-
gram analyses. These techniques were applied to a dataset
obtained from Twitter. The findings indicated that logistic
regression and the bagging ensemble model achieved the
best individually in detecting CB. Furthermore, the proposed
single-layer ensemble (SLE) and double-layer ensemble
(DLE) models achieved the highest performance of 96%
accuracy when TF-IDF (Unigram) was employed as feature
extraction in conjunction with K-fold cross-validation.

Rasool et al. [62] introduced a novel algorithm,
AVOAGNN-CBDC, for CB detection that combines an
African vulture optimisation algorithm with a graph
neural network. The AVOAGNN-CBDC method involves
several stages of data pre-processing and employs a

FIGURE 2. Number of Arabic Cyberbullying studies.

FastText-based word embedding process to enhance its
CB detection capabilities. The AVOA technique is then
utilised for optimal parameter selection in the GNN model
to improve classification performance. Experimental results
conducted on a CB dataset demonstrated the superiority of
theAVOAGNN-CBDCmodel against the LSTM,RNN,CNN
and GNN methods.

Hussein et al. [63] introduced a method for identifying
CB instances on X by employing graph mining and ML
methodologies. Alongside traditional text-based features,
such as TF.IDF and BOW, the study incorporated centrality
measures extracted from the graph structure of interactions.
Supervised learning techniques were applied, utilising ML
algorithms trained on labelled data. Experiments conducted
on a substantial X dataset validated the efficacy of the
approach. The findings demonstrate a notable enhancement
in the efficiency and accuracy of detecting CB on X
through the integration of graph mining techniques with
ML. In particular, employing the random forest model with
positive features yielded promising results.

Plaza-Del-Arco et al. [64] investigated zero-shot learning
with prompting as a method of detecting hate speech.
This method explores the impact of zero-shot learning in
detecting hate speech across three languages when there
is a limitation of labelled data. The researchers conducted
experiments using a variety of large language models and
verbalisers across eight benchmark datasets. The research
results underscore the potential of prompting for hate speech
detection and demonstrate the significant impact of both
prompt selection and the choice of language model to
enhance the accuracy of the predictions in this task.

VI. DISCUSSION: CHALLENGES IN ARABIC CB
DETECTION
Since the first research study on CB detection in Arabic was
conducted in 2017 [20], scholarly attention to this issue has
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significantly increased. Between 2017 and 2022, only six
studies were published on Arabic CB detection. However,
in the past two years (2023–2024), nearly twenty studies have
emerged, reflecting a rapid surge in interest, see Figure 2 for
illustration. This growing attention is largely driven by the
increasing recognition of the adverse mental health effects of
CB, highlighting the urgent need for more effective detection
mechanisms [23], [24], [25].

A. ADVANCEMENTS IN CB DETECTION MODELS
In recent years, researchers have developed various CB
detection models that primarily leverage ML, DL, and, more
recently, transformer-based techniques to enhance detection
accuracy in Arabic texts, as summarized in Table 3. Among
ML techniques, SVM remains the most commonly used due
to its strong performance, followed by LR, while NB and
RF are employed with similar frequency. In the domain
of DL, LSTM and KNN have been widely utilized. Addi-
tionally, hybrid DL approaches have gained considerable
traction due to their ability to achieve higher accuracy
through the combination of multiple models. Ensemble
learning techniques, which integrate multiple classifiers to
enhance predictive performance, have also seen a marked
increase in application. With the advent of transformer-
based architectures, researchers have increasingly adopted
BERT-based models for CB detection [49]. These models
have demonstrated superior performance, whether utilized
the pre-trained BERT model or fine-tuned PLMs on non-
CB datasets [45]. Moreover, the features employed in Arabic
CB detection models vary widely but commonly include TF-
IDF, bag of words, word embeddings, and count vectorizers.
These techniques are instrumental in transforming textual
data into analysable formats, facilitating more effective
classification. Furthermore, the performance of these models
is typically evaluated using accuracy, F1-score, and recall,
with numerous studies reporting high effectiveness based on
accuracy measures. Some models have achieved accuracy
and F1 scores around or above 90%, demonstrating their
robustness in CB detection.

Additionally, these models have been trained on Arabic
language datasets collected from diverse social media plat-
forms, including Facebook, X, YouTube, and Instagram. The
inclusion of multiple platforms underscores the widespread
prevalence of CB across various digital communication
channels, highlighting the need for robust detection methods.
Currently, there are four publicly available datasets, all of
which are manually annotated and specifically created for
CB detection in Arabic. The first dataset, introduced in
2022, is relatively small, containing approximately 4,500
instances [28]. However, it is imbalanced, with a 0.38 class
ratio, and includes data from three dialects: Egyptian, Gulf,
and Levantine. The second dataset is also imbalanced, with
a 0.3 class ratio, and is exclusively composed of Modern
Standard Arabic (MSA) despite MSA not being the official
spoken language of any Arabic-speaking country [13]. The
third dataset is balanced but only features MSA dialect,

limiting its applicability to informal Arabic texts [12].
The fourth and most extensive dataset contains approxi-
mately 50,000 instances and encompasses multiple Arabic
dialects [26]. Due to its size and linguistic diversity, this
dataset has the potential to serve as a future benchmark for
evaluating Arabic CB detection methods, contributing to the
advancement of Arabic NLP research.

B. CHALLENGES IN ARABIC CB DETECTION
Despite advancements in CB detection models, several key
challenges persist, particularly regarding data availability,
linguistic complexity, and sociocultural constraints. One of
the primary challenges in developing Arabic CB detection
models is the absence of a standardized benchmark dataset
that comprehensively covers all Arabic dialects. As of 2022,
the first publicly available CB dataset was introduced.
Subsequently, three more datasets became publicly available,
two of which primarily focus on MSA. The cost associated
with manual dataset labelling and classification for CB
detection significantly intensifies this challenge [65]. This
resource limitation restricts the development of high-quality
annotated datasets, which are essential for capturing the
linguistic nuances necessary for accurate CB detection in the
Arabic language. As a result, some CB detection models are
trained on offensive or abusive language datasets rather than
datasets specifically curated for CB detection [40], [45]. This
reliance on non-specialized datasets may negatively impact
classification accuracy and limit the generalizability of the
models.

Another significant challenge in Arabic CB detection
arises from the linguistic complexity of Arabic, as detection
tools must effectively capture both formal (MSA) and
informal (dialectal) language variations to ensure accurate
analysis [66]. Arabic dialects vary considerably across
regions, often leading to differences in word meanings. Some
words that are neutral or positive in one country may be
perceived as offensive in another. For instance, the term
‘‘Yetqalash’’ is used as a compliment in Yemen, whereas
in Morocco, it is regarded as offensive [20]. Accordingly,
manual annotation for dialectal datasets poses additional
challenges, as annotators from diverse linguistic backgrounds
may misinterpret words and expressions, leading to inconsis-
tencies in labelling CB instances [27]. Another critical issue
is bias in dialect annotation—since one dialect may dominate,
subjective biasesmay be introduced, increasing the likelihood
of misclassification, and reducing model reliability [21]. The
lack of comprehensive, dialect-inclusive datasets remains a
major limitation in advancing Arabic CB detection research.
Furthermore, in Arabic NLP, pre-processing techniques such
as removing diacritical marks are often essential. However,
Arabic word meanings are influenced by diacritical, making
it challenging to standardize pre-processing without losing
linguistic nuances [67].
Beyond technical and linguistic challenges, social and

cultural sensitivities also impact research on CB in
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Arabic-speaking societies. Topics such as harassment and
bullying are often considered sensitive issues, which may
contribute to limited public discussions and fewer research
initiatives [68]. These sociocultural factors, combined with
linguistic complexities and dataset limitations, significantly
hinder the development of effective CB detection tools for
Arabic content.

C. FUTURE DIRECTIONS AND RESEARCH GAPS
Despite recent advancements in CB detection, several
research gaps remain, presenting opportunities for further
exploration. One notable gap is the limited integration of
multimodal data in CB detection models. Current research
primarily focuses on text-based detection, often overlooking
other modes of communication, such as images, videos, and
audio. Given that CB can occur throughmultiple media types,
there is a pressing need to develop multimodal detection
models that can effectively analyse diverse online interac-
tions, as demonstrated by Zeng et al. [69]. A comprehensive
review of existing literature indicates that, as of February
2025, no studies have explored multimodal approaches in
Arabic CB detection, highlighting a significant research gap.
MohammedJany et al. employed DL techniques, utilizing the
VGG16 pre-trained model for bullying detection in images
and XLM-RoBERTa with a BiGRU model for text-based
bullying detection [70]. Their approach achieved reasonable
accuracy, suggesting that adapting this methodology to the
Arabic context could yield promising results.

Another critical limitation is the restricted generalizability
of CB detection models across Arabic dialects and informal
online language. Most existing datasets are not uniformly
representative of the wide range of Arabic dialects spoken
across different regions, nor do they fully capture the
informal variations used in online interactions. This lack
of dialectal inclusivity makes it challenging to develop
robust CB detection models that can effectively analyse the
full spectrum of Arabic CB content. Addressing this gap
requires curating dialect-inclusive datasets and designing
models capable of handling both MSA and diverse dialectal
variations or utilizing the Dial2MSA-Verified dataset as a
standardized resource [71]. Another promising area for future
research involves utilizing weakly supervised models by
leveraging LLMs and PLMs to reduce dependence on large,
labelled datasets, thereby enhancing the adaptability and
scalability of CB detection models [72].
Additionally, a notable gap identified in Table 4 is

the underutilization of advanced DL techniques, such as
CNNs and Arabic LLMs, despite their superior feature
extraction capabilities [55]. Moreover, the concentration of
research on traditional ML techniques suggests that integrat-
ing DL and transformer-based advancements could further
enhance CB detection performance. Moreover, ensemble
methods have been applied in a limited number of studies,
indicating an opportunity for broader evaluation across
different CB detection contexts. Given that LLMs improve

contextual understanding, they can enhance classification
accuracy by capturing dialectal variations and nuanced
language usage [73], [74]. The adoption of transformer-
based approaches represents a paradigm shift in CB detection,
particularly through Arabic PLMs. These models leverage
context-aware representations and deep contextual embed-
dings, which would significantly improve classification
accuracy in Arabic texts [75]. Future research should focus
on exploring underutilized DLmethods, assessing their effec-
tiveness in diverse CB detection scenarios, and integrating
them with emerging NLP advancements to enhance model
robustness and generalizability [76], [77].

Additionally, there is a lack of real-time detection capa-
bilities in current CB detection systems. Most existing
models are trained offline and rarely focus on real-time
detection, limiting their effectiveness in dynamic social
media environments where CB occurs in rapid and evolving
contexts. Real-time monitoring is crucial for implementing
proactive intervention strategies and mitigating the negative
impact of CB incidents before they escalate [78]. The
development of efficient real-time CB detection systems is a
key priority for future research, ensuring timely identification
and intervention in CB incidents.

Addressing these gaps could involve developing more
sophisticated models that can analyse multimodal content,
enhancing dialectal and colloquial language recognition in
text processing and focusing on the real-time application
of these models. Such advancements would significantly
bolster the robustness and applicability of CB detection
systems, making them more effective across diverse and
rapidly changing online platforms.

VII. CONCLUSION
This study examined the advancements and challenges in
Arabic CB detection, offering suggestions for future research
based on superior models that have been successfully applied
in CB detection for other languages. This comprehensive
review analysed four datasets and 26 research papers
specifically dedicated to Arabic CB detection techniques.
While significant progress has been made using ML and
DL to address CB in Arabic texts, several gaps remain,
limiting the effectiveness and applicability of current models.
The primary challenges identified include the need for
models to handle multimodal data, enabling detection across
various media types beyond text, thereby providing a more
comprehensive understanding of CB patterns. Additionally,
current models lack generalizability due to the diverse
dialects and informal language variations present in the
Arabic online sphere, which are not uniformly addressed
by existing datasets. Another critical issue is the lack
of real-time detection capabilities, which are essential for
immediate intervention in CB incidents. Furthermore, the
underutilization of advanced DL techniques, such as CNNs
and LLMs, suggests an opportunity to integrate more
sophisticated technologies to enhance detection accuracy and
processing capabilities.
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To address these limitations, future research should focus
on developing more robust CB detection systems that can
analyse multimodal content, adapt to linguistic variations,
and operate in real time. Leveraging LLMs, PLMs, and
embedding techniques will be crucial in enhancing model
performance [79]. These improvements are essential for
creating safer online environments and protecting users from
the harmful effects of CB, thereby advancing the field
of Arabic CB detection towards dynamic, adaptive, and
responsive solutions that keep pace with the evolving nature
of online interactions.
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